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Theorem (Stone 1936)
Boolean algebras are dual to Stone spaces via

$$
B \mapsto \mathcal{U}(B) \quad \text { and } \quad X \mapsto \mathcal{C O}(X)
$$

## Groupoids $\rightarrow$ Inverse Semigroups

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.


## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h .
$$

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0} .
$$

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0}
$$

- We denote the bisections or slices of $G$ by

$$
\mathcal{B}(G)=\{B \subseteq G: r \text { and } s \text { are injective on } B\}
$$

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0}
$$

- We denote the bisections or slices of $G$ by

$$
\mathcal{B}(G)=\{B \subseteq G: r \text { and } \mathrm{s} \text { are injective on } B\} .
$$

- Associativity passes from $G$ to $\mathcal{B}(G)$ with the product

$$
B C=\left\{b c: b \in B, c \in C \text { and }(b, c) \in G^{2}\right\} .
$$

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0}
$$

- We denote the bisections or slices of $G$ by

$$
\mathcal{B}(G)=\{B \subseteq G: r \text { and } s \text { are injective on } B\} .
$$

- Associativity passes from $G$ to $\mathcal{B}(G)$ with the product

$$
B C=\left\{b c: b \in B, c \in C \text { and }(b, c) \in G^{2}\right\}
$$

- For any $B, C \subseteq G^{0}$, note $B C=B \cap C=C B$.


## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0}
$$

- We denote the bisections or slices of $G$ by

$$
\mathcal{B}(G)=\{B \subseteq G: r \text { and } s \text { are injective on } B\}
$$

- Associativity passes from $G$ to $\mathcal{B}(G)$ with the product

$$
B C=\left\{b c: b \in B, c \in C \text { and }(b, c) \in G^{2}\right\}
$$

- For any $B, C \subseteq G^{0}$, note $B C=B \cap C=C B$.
$\Rightarrow$ Idempotents in $\mathcal{B}(G)$ commute (as $B \subseteq G^{0}$ iff $B B=B$ ).


## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0}
$$

- We denote the bisections or slices of $G$ by

$$
\mathcal{B}(G)=\{B \subseteq G: r \text { and } s \text { are injective on } B\} .
$$

- Associativity passes from $G$ to $\mathcal{B}(G)$ with the product

$$
B C=\left\{b c: b \in B, c \in C \text { and }(b, c) \in G^{2}\right\}
$$

- For any $B, C \subseteq G^{0}$, note $B C=B \cap C=C B$.
$\Rightarrow$ Idempotents in $\mathcal{B}(G)$ commute (as $B \subseteq G^{0}$ iff $B B=B$ ).
- Also $B \in \mathcal{B}(G)$ implies $B^{-1}=\left\{b^{-1}: b \in B\right\} \in \mathcal{B}(G)$,

$$
B B^{-1} B=B \quad \text { and } \quad B^{-1} B B^{-1}=B^{-1}
$$

## Groupoids $\rightarrow$ Inverse Semigroups

- A groupoid $G$ is a 'group with many units', i.e.

1. We have a (partial) associative product on $G^{2} \subseteq G \times G$.
2. Each $g \in G^{0}=\{g \in G: g g=g\}$ is a unit, i.e.

$$
(f, g),(g, h) \in G^{2} \quad \Rightarrow \quad f g=f \text { and } g h=h
$$

3. Each $g \in G$ has a (unique) inverse $g^{-1}$, i.e. such that

$$
s(g)=g^{-1} g \in G^{0} \quad \text { and } \quad r(g)=g g^{-1} \in G^{0}
$$

- We denote the bisections or slices of $G$ by

$$
\mathcal{B}(G)=\{B \subseteq G: r \text { and } s \text { are injective on } B\} .
$$

- Associativity passes from $G$ to $\mathcal{B}(G)$ with the product

$$
B C=\left\{b c: b \in B, c \in C \text { and }(b, c) \in G^{2}\right\}
$$

- For any $B, C \subseteq G^{0}$, note $B C=B \cap C=C B$.
$\Rightarrow$ Idempotents in $\mathcal{B}(G)$ commute (as $B \subseteq G^{0}$ iff $B B=B$ ).
- Also $B \in \mathcal{B}(G)$ implies $B^{-1}=\left\{b^{-1}: b \in B\right\} \in \mathcal{B}(G)$,

$$
B B^{-1} B=B \quad \text { and } \quad B^{-1} B B^{-1}=B^{-1}
$$

$\Rightarrow \mathcal{B}(G)$ is an inverse semigroup.

Lattice Structure

## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

- $\mathcal{B}(G)$ is a $\wedge$-semilattice: $O \wedge N=O \cap N$, for $O, N \in \mathcal{B}(G)$.


## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

- $\mathcal{B}(G)$ is a $\wedge$-semilattice: $O \wedge N=O \cap N$, for $O, N \in \mathcal{B}(G)$.
- $\mathcal{B}(G)$ is NOT a $\vee$-semilattice as $O \cup N$ may not be a slice.


## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

- $\mathcal{B}(G)$ is a $\wedge$-semilattice: $O \wedge N=O \cap N$, for $O, N \in \mathcal{B}(G)$.
- $\mathcal{B}(G)$ is NOT a $V$-semilattice as $O \cup N$ may not be a slice.
- But orthogonal elements of $\mathcal{B}(G)$ have joins. In fact,

$$
O N^{-1}=O^{-1} N=\emptyset \quad \Leftrightarrow \quad O \cap N=\emptyset \text { and } O \cup N \in \mathcal{B}(G)
$$

## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

- $\mathcal{B}(G)$ is a $\wedge$-semilattice: $O \wedge N=O \cap N$, for $O, N \in \mathcal{B}(G)$.
- $\mathcal{B}(G)$ is NOT a $\vee$-semilattice as $O \cup N$ may not be a slice.
- But orthogonal elements of $\mathcal{B}(G)$ have joins. In fact,

$$
O N^{-1}=O^{-1} N=\emptyset \quad \Leftrightarrow \quad O \cap N=\emptyset \text { and } O \cup N \in \mathcal{B}(G)
$$

- Arbitrary idempotents $O, N \subseteq G^{0}$ also have joins $O \cup N$ as well as (relative) complements $O \backslash N$, i.e. satisfying

$$
O \wedge(O \backslash N)=\emptyset \quad \text { and } \quad O \vee(O \backslash N)=O \vee N
$$

## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

- $\mathcal{B}(G)$ is a $\wedge$-semilattice: $O \wedge N=O \cap N$, for $O, N \in \mathcal{B}(G)$.
- $\mathcal{B}(G)$ is NOT a $\vee$-semilattice as $O \cup N$ may not be a slice.
- But orthogonal elements of $\mathcal{B}(G)$ have joins. In fact,

$$
O N^{-1}=O^{-1} N=\emptyset \quad \Leftrightarrow \quad O \cap N=\emptyset \text { and } O \cup N \in \mathcal{B}(G)
$$

- Arbitrary idempotents $O, N \subseteq G^{0}$ also have joins $O \cup N$ as well as (relative) complements $O \backslash N$, i.e. satisfying

$$
O \wedge(O \backslash N)=\emptyset \quad \text { and } \quad O \vee(O \backslash N)=O \vee N
$$

- The idempotents $\mathcal{P}\left(G^{0}\right)$ are also distributive.


## Lattice Structure

- Take a groupoid $G$. For any $O, N \in \mathcal{B}(G)$,

$$
O \subseteq N \quad \Leftrightarrow \quad O=O N^{-1} N
$$

$\Rightarrow$ The canonical order on the inverse semigroup $\mathcal{B}(G)$ is just $\subseteq$.

- $\mathcal{B}(G)$ is a $\wedge$-semilattice: $O \wedge N=O \cap N$, for $O, N \in \mathcal{B}(G)$.
- $\mathcal{B}(G)$ is NOT a $\vee$-semilattice as $O \cup N$ may not be a slice.
- But orthogonal elements of $\mathcal{B}(G)$ have joins. In fact,

$$
O N^{-1}=O^{-1} N=\emptyset \quad \Leftrightarrow \quad O \cap N=\emptyset \text { and } O \cup N \in \mathcal{B}(G)
$$

- Arbitrary idempotents $O, N \subseteq G^{0}$ also have joins $O \cup N$ as well as (relative) complements $O \backslash N$, i.e. satisfying

$$
O \wedge(O \backslash N)=\emptyset \quad \text { and } \quad O \vee(O \backslash N)=O \vee N
$$

- The idempotents $\mathcal{P}\left(G^{0}\right)$ are also distributive.
$\Rightarrow \mathcal{B}(G)$ forms a Boolean inverse semigroup.

Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B} .
\end{array}
$$

## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} . \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B} .
\end{array}
$$

$\Leftrightarrow \mathcal{B}^{\circ}(G)=\{O \subseteq G: O$ is an open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.

## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B}
\end{array}
$$

$\Leftrightarrow \mathcal{B}^{\circ}(G)=\{O \subseteq G: O$ is an open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow \mathrm{s}, \mathrm{r},{ }^{-1}$ and $\cdot\left(\mathrm{on} G^{2}\right)$ are all continuous open maps.

## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B}
\end{array}
$$

$\Leftrightarrow \mathcal{B}^{\circ}(G)=\{O \subseteq G: O$ is an open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow s, r,^{-1}$ and $\cdot\left(\right.$ on $\left.G^{2}\right)$ are all continuous open maps.

- A Hausdorff topology on a groupoid is ample if it has a basis of compact open bisections closed under inverses \& products.


## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B}
\end{array}
$$

$\Leftrightarrow \mathcal{B}^{\circ}(G)=\{O \subseteq G: O$ is an open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow s, r,^{-1}$ and $\cdot\left(\right.$ on $\left.G^{2}\right)$ are all continuous open maps.

- A Hausdorff topology on a groupoid is ample if it has a basis of compact open bisections closed under inverses \& products.
$\Leftrightarrow \mathcal{B}_{\mathrm{c}}^{\circ}(G)=\{O \subseteq G: O$ is a compact open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.


## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B}
\end{array}
$$

$\Leftrightarrow \mathcal{B}^{\circ}(G)=\{O \subseteq G: O$ is an open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow s, r,^{-1}$ and $\cdot\left(\right.$ on $\left.G^{2}\right)$ are all continuous open maps.

- A Hausdorff topology on a groupoid is ample if it has a basis of compact open bisections closed under inverses \& products.
$\Leftrightarrow \mathcal{B}_{\mathrm{c}}^{\circ}(G)=\{O \subseteq G: O$ is a compact open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow G$ is 0 -dimensional locally compact and étale.


## Ample Groupoids $\rightarrow$ Boolean Inverse Semigroups

- A topology on a groupoid $G$ is étale if it has a basis of open bisections $\mathcal{B}$ closed under taking inverses and products, i.e.

$$
\begin{array}{rll}
O \in \mathcal{B} & \Rightarrow & O^{-1} \in \mathcal{B} \\
O, N \in \mathcal{B} & \Rightarrow & O N \in \mathcal{B}
\end{array}
$$

$\Leftrightarrow \mathcal{B}^{\circ}(G)=\{O \subseteq G: O$ is an open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow s, r,^{-1}$ and • (on $G^{2}$ ) are all continuous open maps.

- A Hausdorff topology on a groupoid is ample if it has a basis of compact open bisections closed under inverses \& products.
$\Leftrightarrow \mathcal{B}_{\mathrm{c}}^{\circ}(G)=\{O \subseteq G: O$ is a compact open bisection $\}$ is both a basis for the topology and an inverse subsemigroup of $\mathcal{B}(G)$.
$\Leftrightarrow G$ is 0 -dimensional locally compact and étale.
- If $O, N \in \mathcal{B}_{\mathrm{c}}^{\circ}(G)$ then $O \backslash N, O \cap N \in \mathcal{B}_{\mathrm{c}}^{\circ}(G)$. If $O \perp N$ then $O \cup N \in \mathcal{B}_{\mathrm{c}}^{\circ}(G)$ too so $\mathcal{B}_{\mathrm{c}}^{\circ}(G)$ is a Boolean inverse semigroup.


## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

- $\mathcal{U}(S)$ is also a groupoid with inverse $U \mapsto U^{-1}$ and product $U \cdot V=(U V)^{\leq}=\{a \geq u v: u \in U$ and $v \in V\}$ (when $\left.0 \notin U V\right)$.


## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

- $\mathcal{U}(S)$ is also a groupoid with inverse $U \mapsto U^{-1}$ and product $U \cdot V=(U V)^{\leq}=\{a \geq u v: u \in U$ and $v \in V\}$ (when $0 \notin U V$ ).
- Each basic open set $\mathcal{U}(a)$ is then a compact open bisection.


## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

- $\mathcal{U}(S)$ is also a groupoid with inverse $U \mapsto U^{-1}$ and product
$U \cdot V=(U V)^{\leq}=\{a \geq u v: u \in U$ and $v \in V\}$ (when $0 \notin U V$ ).
- Each basic open set $\mathcal{U}(a)$ is then a compact open bisection.
- Also $\mathcal{U}(a)^{-1}=\mathcal{U}\left(a^{-1}\right)$ and $\mathcal{U}(a) \cdot \mathcal{U}(b)=\mathcal{U}(a b)$.


## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

- $\mathcal{U}(S)$ is also a groupoid with inverse $U \mapsto U^{-1}$ and product

$$
\left.U \cdot V=(U V)^{\leq}=\{a \geq u v: u \in U \text { and } v \in V\} \text { (when } 0 \notin U V\right) .
$$

- Each basic open set $\mathcal{U}(a)$ is then a compact open bisection.
- Also $\mathcal{U}(a)^{-1}=\mathcal{U}\left(a^{-1}\right)$ and $\mathcal{U}(a) \cdot \mathcal{U}(b)=\mathcal{U}(a b)$.
$\Rightarrow \mathcal{U}(S)$ is an ample groupoid.


## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

- $\mathcal{U}(S)$ is also a groupoid with inverse $U \mapsto U^{-1}$ and product $U \cdot V=(U V)^{\leq}=\{a \geq u v: u \in U$ and $v \in V\}$ (when $0 \notin U V$ ).
- Each basic open set $\mathcal{U}(a)$ is then a compact open bisection.
- Also $\mathcal{U}(a)^{-1}=\mathcal{U}\left(a^{-1}\right)$ and $\mathcal{U}(a) \cdot \mathcal{U}(b)=\mathcal{U}(a b)$.
$\Rightarrow \mathcal{U}(S)$ is an ample groupoid.
- If $S=\mathcal{B}_{\mathrm{c}}^{\circ}(G)$, for ample $G$, we have an isomorphism to $\mathcal{U}(S)$ :

$$
g \mapsto \mathcal{U}_{g}=\{O \in S: g \in O\}
$$

i.e. a homeomorphism with $\mathcal{U}_{g^{-1}}=\mathcal{U}_{g}^{-1}$ and $\mathcal{U}_{g h}=\mathcal{U}_{g} \cdot \mathcal{U}_{h}$.

## Boolean Inverse Semigroups $\rightarrow$ Ample Groupoids

- Any Boolean inverse semigroup $S$ again yields a Stone space

$$
\mathcal{U}(S)=\{U \subseteq S: U \text { is an ultrafilter }\}
$$

with basis $\mathcal{U}(a)=\{U \in \mathcal{U}(S): a \in U\}$, for $a \in S$.

- $\mathcal{U}(S)$ is also a groupoid with inverse $U \mapsto U^{-1}$ and product $U \cdot V=(U V)^{\leq}=\{a \geq u v: u \in U$ and $v \in V\}$ (when $0 \notin U V$ ).
- Each basic open set $\mathcal{U}(a)$ is then a compact open bisection.
- Also $\mathcal{U}(a)^{-1}=\mathcal{U}\left(a^{-1}\right)$ and $\mathcal{U}(a) \cdot \mathcal{U}(b)=\mathcal{U}(a b)$.
$\Rightarrow \mathcal{U}(S)$ is an ample groupoid.
- If $S=\mathcal{B}_{\mathrm{c}}^{\circ}(G)$, for ample $G$, we have an isomorphism to $\mathcal{U}(S)$ :

$$
g \mapsto \mathcal{U}_{g}=\{O \in S: g \in O\}
$$

i.e. a homeomorphism with $\mathcal{U}_{g^{-1}}=\mathcal{U}_{g}^{-1}$ and $\mathcal{U}_{g h}=\mathcal{U}_{g} \cdot \mathcal{U}_{h}$.

Theorem (Lawson 2010)
Boolean inverse semigroups are dual to ample groupoids via

$$
S \mapsto \mathcal{U}(S) \quad \text { and } \quad G \mapsto \mathcal{B}_{\mathrm{c}}^{\circ}(G)
$$
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- Thus the fibre at $g$ can be recovered from the equivalence classes of $\mathcal{S}_{\mathrm{c}}(\rho)$ modulo the relation defined on the right.
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Theorem (B. 2021)
Steinberg semigroups are dual to ample category bundles via

$$
(S, Z, \Phi) \mapsto \rho_{(S, Z, \Phi)} \quad \text { and } \quad \rho \mapsto\left(\mathcal{S}_{\mathrm{c}}(\rho), \mathcal{Z}_{\mathrm{c}}(\rho), \Phi_{\mathrm{c}}^{\rho}\right)
$$
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## Theorem (B. 2021)

Under these morphisms, Steinberg semigroups and ample category bundles form equivalent categories.
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## Theorem (B. 2021)

Steinberg rings \& ample ringoid bundles form equivalent categories.

